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Abstract— Various applications of machine learning with con-
volutional neural networks (CNN) are emerging. A binarized NN
(BNN) is a CNN where the number of bits of input, activation,
and weight for convolution is one. Hence the inference operation
in BNNs is simple and it is suitable for LSI implementation. In
this paper, an efficient LSI implementation of the summation of
the products in BNNs is proposed. The required number of tran-
sistors is reduced by 32% for the convolution kernel of the size
3×3×64.

I. I NTRODUCTION

The application of machine learning is expanding. The pro-
cess of machine learning consists of learning and inference.
Learning computes weights from a large amount of teacher
data, and inference obtains results for input data using the
weights obtained in learning.

Although the inference requires a large amount but relatively
simple computations, these computations can be executed in
parallel by dedicated hardware. By implementing inference in
large scale integrated circuits (LSI), it will be possible to exe-
cute the inference in a small size, high speed, and low power
consumption. That will enable to use machine learning results
in mobile and IoT devices, and it is expected to further ex-
pand the application of machine learning. In this research, we
examine the miniaturization of LSI that executes inference in
machine learning.

Machine learning recently attracting attention uses a convo-
lutional neural network (CNN) [1]. There is parallelism in the
convolution operation between input or activation and weight,
and it is possible to speed up the convolution by parallel pro-
cessing. The number of bits of input, activation, and weight
can be reduced to 1 bit to simplify the calculation of CNN,
and it it called binarized CNN (BNN) [2]. When the num-
ber of bits is reduced to 1 bit, the multiplication can be real-
ized by an exclusive NOR (XNOR) operation. Based on this
advantage, LSI implementations of BNN has been proposed
[3, 4, 5]. As a result of reducing the accuracy of input, activa-
tion, and weights to 1 bit in BNN, it is necessary to increase
the number of weights (the order of the convolution kernel) to
maintain the accuracy of inference, so the number of products
to be summed up becomes large. In this research, we examine
the method to reduce the number of transistors of the circuit for
the summation of the products of input/activation and weight.
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Fig. 1. Convolution and its implementation in BNNs. (a) convolution. (b) a
1-bit product.

XNOR circuits [6] and full adder (FA) circuits [7, 8, 9] con-
sisting of a smaller number of transistors than a CMOS circuit
have been proposed. Since these are not CMOS circuits, the
output may take an intermediate voltage that does not reach the
power supply voltage or the ground depending on the combina-
tion of input signal values. Since FAs are connected in multi-
ple stages to sum up a large number of input/activation-weight
products, the intermediate voltage output from an FA may be
given to an FA in the next stage, and the intermediate voltages
may cause misrecognition of logic values at the FA. In this re-
search, we propose an efficient composition of FAs to obtain
the summation of input/activation-weight products and output
the result in a binary number. In addition, we propose FA cir-
cuits that requires the reduced number of transistors while the
summation of the products are correctly calculated considering
the intermediate voltages.

The remainder of the paper is organized as follows. The
BNN and its necessary components are reviewed in Sect. 2.
The proposed method is presented in Sect. 3. Experimental
results are presented in Sect. 4 and Sect. 5 concludes the work.

II. H ARDWARE IMPLEMENTATION OF BNNS

A. Convolution operation in BNNs
The convolution operation of kernel sizeK is illustrated in

Fig. 1(a). K inputs andK weights in the first layer orK acti-
vations andK weights in the second and later layers are mul-
tiplied one by one to getK products and these products are
summed up. In BNN, the input/activation and weight take
only two values, ‘+1’ and ‘−1’, and the combination of in-
put/activationa and weightw values and their arithmetic prod-
uct p are shown in the left half of Fig. 1(b). When the logic
values 1 and 0 are assigned to ‘+1’ and ‘−1’, respectively, the
truth table of the multiplication is as shown in the right half of
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Fig. 2. 6 transistor XOR and XNOR gates. (a) XOR. (b) XNOR. (c) CMOS
inverter.
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Fig. 3. 4 transistor XOR and XNOR gates. (a) XOR. (b) XNOR.

Fig. 1(b). Hence the 1-bit multiplication in BNNs can be per-
formed by the inversion of the exclusive OR ofa andw. That
is, the 1-bit product can be obtained by an XNOR operation.

B. XOR and XNOR gates

In addition to the XNOR operation required for the above-
mentioned input/activation and weight product, the XOR op-
eration is required for the product summation. Various circuit
configurations with different numbers of MOS transistors are
known for XOR and XNOR gates [6]. Here the circuits with 6
and 4 transistors are briefly introduced.

The logical values 1 and 0 of the binary logic are represented
respectively by a high voltage and a low voltage. It is said to be
strong 1when the high voltage is equal to the positive power
supply voltage (VDD) andstrong 0when the low voltage is
the ground (0 [V], GND). Unless otherwise specified, ‘1’ rep-
resents a strong 1 and ‘0’ represents a strong 0. Fig. 2(a) and
Fig. 2(b) show respectively an XOR gate and an XNOR gate
with 6 transistors.A, B are the inputs andY is the output. The
CMOS inverter shown in Fig. 2(c) is used in these gates. These
6T XOR / XNOR gates output a strong 1 or a strong 0 for every
combination of the logic values 0 and 1 of the inputsA andB.
The truth tables of the gates are shown in Table I.

Fig. 3 shows an XOR gate and an XNOR gate with 4 tran-
sistors. The 4T XOR gate in Fig. 3(a) has a strong 0 or strong
1 output when the inputA is 1 and/orB is 1. When both inputs
A andB are 0, the two PMOS transistors are both on and the
charge at the outputY is discharged through the PMOS tran-
sistors towards the low voltage at the inputsA andB. WhenY
initially has a logical value of 1, the voltage ofY reduces as the
discharge proceeds, and the PMOS transistor is cut off before
Y reaches GND. The voltage is recognized as a logic value 0,
and it is calledweak 0and is expressed as ‘w0’. Similarly, the
4T XNOR gate in Fig. 3(b) outputs 0 or 1 when the inputA is 0
and/orB is 0. When both inputsA andB are 1, the voltage ofY
may be lower than VDD although it is recognized as a logical
value 1. This is calledweak 1and is expressed as ‘w1’. The
truth tables of 4T XOR and XNOR gates are shown in Table I.

TABLE I
TRUTH TABLE OF XOR AND XNOR GATES

input output
6 Tr 4 Tr

A B XOR XNOR XOR XNOR
0 0 0 1 w0 1
0 1 1 0 1 0
1 0 1 0 1 0
1 1 0 1 0 w1
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Fig. 4. The series connection of gates. (a) XOR gates followed by an XOR
gate. (b) Restoring inverters are inserted. (c) XOR gates followed by an
XNOR gate.

C. Consideration on weak 0 and weak 1
When logic circuits are connected in multiple stages as

shown in Fig. 4, the weak 0 or weak 1 output by the previ-
ous gate may be given to the input of the next gate. Fig. 4(a)
shows a circuit where XOR gates are connected in series. Here,
the 4T XOR gate shown in Fig. 3(a) is used. In Fig. 4(a), a
CMOS inverter is connected to the final output, which confirms
whether the outputY1 can be correctly recognized as logic 0 or
logic 1. That is, if the outputNY1 of the inverter is logic 0,
Y1 is at logic 1, and ifNY1 is logic 1, Y1 is at logic 0. The
circuit simulation result is shown in Fig. 5. The target tech-
nology is 65 nm CMOS SOTB. The channel lengthL = 60 nm
for both NMOS and PMOS transistors, and the channel width
Wn = 140 nm andWp = 200 nm for NMOS and PMOS tran-
sistors, respectively. The supply voltage VDD is 0.7 V, and the
body bias is 0.3 V for NMOS and 0.4 V for PMOS transis-
tors. The circuit simulation was performed using HSPICE. In
Fig. 5,XA is w0 at times 60 ns to 65 ns and 80 ns to 85 ns.XB

is w0 from time 70 ns to 90 ns. Immediately before time 85 ns,
bothXA andXB are w0, and from the input to output function
of XOR, Y1 is logic 0, and its inversionNY1 must be logic 1.
However, in the simulation result,NY1 is logic 0 at that time.
This indicates that the circuit is malfunctioning.

The cause of this malfunction is that a w0 in the output of
the previous stage is further weakened in the next stage. The
CMOS gate outputs a strong 1 or a strong 0 even if a w0 or
a w1 is given as an input. This is calledrestorationof signal
values. The circuit that restores the weak 0 outputs ofXA and
XB by CMOS inverters is shown in Fig. 4(b). From the circuit
simulation results in Fig. 5, it can be seen thatNY2 andY2 are
correctly obtained for all combinations ofXA andXB.

A combination of gates that output w1s and w0s may save
some intermediate restore inverters. Fig. 4(c) shows a circuit in
which the second-stage XOR gate in Fig. 4(a) is replaced with
the 4T XNOR. This XNOR gate outputs 1, 0, or w1 when the
input values are 1, 0, or w0. That is, the input value of logic 0
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Fig. 5. The waveforms of the circuits shown in Fig. 4.

is not weakened. Therefore, when a w0 of the XOR gate output
is given as an input, it is not further weakened. From the circuit
simulation result of Fig. 5, it can be confirmed thatY3 shows
the correct logic values for all the input combinations ofXA

andXB, although the logic of the outputY3 is inverted fromY2

because the XOR gate is replaced with the XNOR gate.
The conclusion here is that if we connect a gate that out-

puts only w1 (w0) in addition to 0 and 1 to the next stage of
the gate that outputs only w0 (w1) in addition to 0 and 1, it
is not necessary to restore the intermediate signal values. By
appropriately selecting a combination of w0 or w1 outputs in
the previous stage and w1 or w0 outputs in the next stage, the
restore inverter can be omitted and the number of transistors
can be reduced accordingly.

D. Conventional full adders

Full adders (FAs) are used for bit addition of the products of
input/activation and weight in BNN. Full adder circuit config-
urations with different numbers of transistors have been pro-
posed, and some of them are reviewed here.

Fig. 6(a) shows the gate level circuit of an FA.A, B, C are
inputs,YS is a sum output, andYC is a carry output. Two 6T
XOR gates in Fig. 2(a) with 6×2 = 12 transistors, a CMOS
AOI gate with 8 transistors, and a CMOS inverter with 2 tran-
sistors are employed and a total of 22 transistors are used.

Fig.6(b) shows a full adder that uses 14 transistors [7]. This
circuit uses a 4T XOR gate, and the sumYS and carryYC are ob-
tained by combining an inverter, transmission gates, and pass
transistor type multiplexers. 4T XOR gate produces w0 inter-
nally, butYS andYC output only strong 0 and strong 1.

Fig.6(c) shows a full adder that uses 10 transistors [8].
The inputC requires in both positive and negative logic, and
the outputYC is obtained in both positive and negative logic.
Therefore, it is possible to use the carryYC as theC input of
the next-stage full adder, which is convenient for building a
ripple carry adder. w0s or w1s may appear inYS andYC, and
the behavior whenYS is connected to the input of the next full
adder has not been examined.

Fig.6(d) shows a full adder that uses 8 transistors where
XOR gates with 3 transistors are employed [9]. In recent tech-
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Fig. 6. Full adders. (a) 6T XORs and CMOS gates with 22 transistors. (b) 14
transistors [7]. (c) 10 transistors [8]. (d) 8 transistors [9].

nology, the threshold voltage drops as the power supply voltage
reduces due to miniaturization and the circuit may not provide
the correct output.

To sum up a large number of input/activation-weight prod-
ucts, it is necessary to connect FAs in multiple stages to per-
form carry-save addition or tree structure addition. Hence there
is a need to devise FAs that have a small number of transistors
and can be connected in series.

III. PROPOSEDMETHOD

A. Efficient summation of 1-bit products

In the convolution computation, the inputs/activations and
weights are multiplied and the products are summed up. In
BNN, the product takes either+1 (logic 1) or−1 (logic 0).
When the kernel size of a convolution isK, there areK prod-
ucts. LetP denote the number of products with the value
+1. P can be calculated by summing upK products in logic
value. Then the convolution result is obtained asP−(K−P) =
2P−K. ForM products, the maximum value ofP is M. An N-
bit unsigned binary number can represent a value up to 2N −1.
Therefore, choosingM = 2N −1 is the most efficient in repre-
senting the value ofP with anN-bit binary number. ForN = 4,
M = 15, Fig. 7 shows the circuit that computes 15 1-bit prod-
ucts with XNORs and obtains the value ofP in a 4-bit binary
number. ForK > M, K products are divided into sets withM
products each, and the circuit is applied to each set to compute
the number of+1 products in the set and output the value in
anN-bit binary number. Then those values are summed up to
obtain the overallP and then the convolution result.

B. Proposed 11 transistor full adders

Based on the discussion in Sect. II.C, five types of FA are
designed. These five types of FA are named FA1 to FA5, and
the circuits are shown in Fig. 8. Fig. 9 shows a product summa-
tion circuit using these FAs. FAs are connected in 5 stages in
the circuit, and are referred to as Stage 1, Stage 2, and so on in
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Fig. 8. Designed full adders. (a) FA1, (b) FA2, (c) FA3, (d) FA4, (d) FA5.
Note that the outputYS of FA3 and the inputA of FA5 are inverted.

order from the top in Fig. 9. As shown in Fig. 9, the inputsA,
B, andC of an FA are arranged from right to left on the upper
side of an FA symbol, and the outputsYS andYC are arranged
from right to left on the lower side of an FA symbol.

The products obtained by XNORs are given to FA1 shown
in Fig. 8(a) at Stage 1. The value of the product obtained using
a 4T XNOR is either 0, 1, or w1. By designing the FA1 not
further weaken w1, the product values can be directly input to
FA1s, thus eliminating restore inverters between the XNORs
and FA1s. The truth table of FA1 is shown in Table II(a). Since
the values of FA1 outputsYC andYS are 0, 1, w0, and w1, it is
necessary to restore the signal values before inputting the FA1
output to the full adders in the next stage.
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Fig. 9. The proposed circuit for the summation of the products.

TABLE II
TRUTH TABLE OF THE PROPOSEDFAS

(a) FA1
C B A YC YS

0 0 0 0 w0
0 0 1 w0 1
0 0 w1 w0 w1
0 1 0 w0 1
0 w1 0 w0 w1
0 1 1 w1 w0
0 1 w1 w1 w0
0 w1 1 w1 w0
0 w1 w1 w1 w0
1 0 0 0 1
1 0 1 1 0
1 0 w1 1 0
1 1 0 1 0
1 w1 0 1 0
1 1 1 w1 w1
1 1 w1 w1 w1
1 w1 1 w1 w1
1 w1 w1 w1 w1

w1 0 0 0 w1
w1 0 1 w1 0
w1 0 w1 w1 0
w1 1 0 w1 0
w1 w1 0 w1 0
w1 1 1 w1 w1
w1 1 w1 w1 w1
w1 w1 1 w1 w1
w1 w1 w1 w1 w1

(b) FA2
C B A YC YS

0 0 0 0 0
0 0 1 0 w1
0 1 0 0 1
0 1 1 w1 0
1 0 0 0 1
1 0 1 w1 0
1 1 0 w1 0
1 1 1 w1 w1

(c) FA3
C B A YC YS

0 0 0 0 1
0 0 1 0 w0
0 1 0 0 w0
0 1 1 w1 1
1 0 0 0 w0
1 0 1 w1 1
1 1 0 w1 1
1 1 1 w1 0

(d) FA4
C B A YC YS

0 0 0 0 w0
0 0 w0 0 w0
0 0 1 0 1
0 1 0 0 1
0 1 w0 0 1
0 1 1 1 w0
1 0 0 0 w1
1 0 w0 0 w1
1 0 1 w1 0
1 1 0 w1 0
1 1 w0 w1 w0
1 1 1 1 w1

(e) FA5
C B A YC YS

0 0 1 w0 0
0 0 w1 w0 0
0 0 0 0 1
0 w1 1 0 1
0 w1 w1 0 1
0 w1 0 w1 0
1 0 1 w0 w1
1 0 w1 w0 w1
1 0 0 w1 w0
1 w1 1 w1 0
1 w1 w1 w1 0
1 w1 0 w1 w1

FA2 shown in Fig. 8(b) is used in Stage 2 to add three of
the fiveYS which are the output of FA1 of Stage 1 and inverted
by the restore inverters. Therefore FA2 receives only 0s and
1s as input values. In order to omit the restoration between the
output of FA2 and the full adder in the next stage, FA1 is used
in Stage 3, and FA2 is designed to output only w1 in addition
to 0 and 1. The truth table of FA2 is shown in Table II(b). The
values of the outputYC andYS of FA2 are 0, 1, and w1.

Note that when the three inputsA, B, C of a full adder are
represented in negative logic, the outputsYC andYS are also
represented in negative logic. This can be immediately proved
by the fact thatYC is the majority vote of the three inputs and
thatYS is the exclusive OR of the three inputs. Since the FA1
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TABLE III
SIMULATION CONDITION

Technology 65 nm CMOS SOTB
Transistor size Lp = Ln = 60,Wp = 200,Wn = 140 [nm]
VDD 0.7 [V]

Body bias NMOS Tr PMOS Tr
Default 0.7 [V] 0.0 [V]
Restore inverter 0.0 [V] 0.7 [V]
XNOR for the product 1.0 [V] 0.0 [V]
Q1 in FA4, Q3 in FA5 1.0 [V]
Q2 in FA4, Q4 in FA5 −0.3 [V]

A
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Y
C

Y
S

Fig. 10. Circuit simulation result of FA1.

outputs of Stage 1 are inverted by the restore inverter, the in-
puts of FA2 are given in negative logic and therefore the out-
puts of FA2 are also represented in negative logic.

The remaining twoYS (restored and inverted) of the FA1 out-
put of Stage 1 andYS of FA2 are given to the FA1 on the right
side of Stage 3. The two of the fiveYC of the FA1 outputs
of Stage 1 are added by the FA1 on the left side of Stage 3
together with theYC of FA2. The remaining threeYC of the
FA1 outputs of Stage 1 are input to the FA3 of Stage 2. FA3
shown in Fig. 8(c) receives only 0s and 1s as input values. In
order to omit the restoration between FA3 and the full adders
of the next stage which receive the FA3 outputs, the value of
the outputs of FA3 is designed to be only one of w0 and w1 in
addition to 0 and 1. Since the inputs of FA3 are the outputs of
FA1s of Stage 1, they are given in negative logic. The output
YC of FA3 is in negative logic, whileYS is designed to be rep-
resented in positive logic. This is because theYS is an input of
the full adder (FA4) in the next stage and the FA4 receives its
inputs in positive logic. HenceYS output of the FA3 is denoted
asYS to indicate that it is in the logic opposite to A, B, C, and
YC. The truth table of FA3 is shown in Table II(c). The outputs
of the FA1s of Stage 3 are restored with CMOS inverters.

FA4 shown in Fig. 8(d) of Stage 4 receives its input values
in positive logic. TheA input for FA4 isYS of FA3, which is
either 0, 1, or w0. The values ofB andC inputs are 0 or 1.
FA4 is designed so that the value of the outputYC is 0, 1, or
w1 andYC can be connected to the full adder (FA5) in the next
stage without restoration. The truth table of FA4 is shown in
Table II(d).

The inputA of FA5 shown in Fig. 8(e) of Stage 5 is given
in negative logic, andB andC are given in positive logic. The
truth table of FA5 is shown in Table II(e).

The outputs of the FA4 and FA5 are restored with invert-

A

B

C

Y
C

Y
S

Fig. 11. Circuit simulation result of FA2.
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Fig. 12. Circuit simulation result of FA3.

ers and therefore the obtained binary number is represented in
negative logic as(S3,S2,S1,S0). One more inverter is used in
Stage 4 to make the outputS0 in negative logic according to
other bits.

Consequently, by designing 5 types of FAs with 11 tran-
sistors, each of which devised the appearance of w0s or w1s,
restore inverters are eliminated at the output of the XNORs to
calculate the products and at the position indicated by asterisks
(*) in Fig. 9.

IV. EXPERIMENTAL RESULTS

Circuit simulation was performed for the proposed circuit
of the summation of products shown in Fig. 9. The simulation
condition is summarized in Table III and the circuit simulator
HSPICE was used. The input values to the XNOR gates for the
input/activation-weight products were switched at the interval
of 3 ns.

Fig. 10 shows the waveforms of the inputsA, B, andC, and
the outputsYS andYC of an FA1 of Stage 1. It is confirmed that
YS andYC were correctly the sum and carry of the given inputs,
respectively, and that FA1 receives w1 as inputs and the output
value takes 0, 1, w0, and w1, as expected. Fig. 11 shows the
waveforms of the inputs and outputs of FA2. Since the inputs
of FA2 are restored,A, B, andC do not take the value of w0 and
w1. The output takes the value of 0, 1, and w1. Fig. 12 shows
the waveforms of the inputsA, B, andC, and the outputYS of
FA3. FA3 inputs and outputs values in negative logic except
for YS. From Fig. 12, it is confirmed thatYS, the inversion of
YS, was correctly obtained and it took the value of 0, 1, and w0.
Fig. 13 shows the waveforms of the inputsA, B, andC, and the
outputYC of FA4. The inputA took the value of 0, 1, and
w0, andYC took the value of 0, 1, and w1. Fig. 14 shows the
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Fig. 14. Circuit simulation result of FA5.

waveforms of the inputs and the output of FA5. FA5 receives
the inputA in negative logic (A). From Fig. 14, it is confirmed
that the outputs were correctly obtained.

Fig. 15 shows the waveforms of the outputsS3, S2, S1, and
S0 of the circuit shown in Fig. 9. The input data is given so
that the number of XNOR gates that output logic 1 (that is,
the product is ‘+1’) is initially 15 and the input data is decre-
mented by 1 every 3 ns until it reaches 0. The result of the
summation of products is output as a 4-bit binary number, but
it is given in negative logic because of the restore inverters.
Therefore, when the number of products of the value 1 is 15,
(S3,S2,S1,S0) = (0000), when the number of products is 14,
(S3,S2,S1,S0) = (0001), and when the number of products is
0, (S3,S2,S1,S0) = (1111), From Fig.15, it can be confirmed
that the proposed circuit operates correctly.

Fig. 16 shows a comparison of the number of transistors
between the conventional method and the proposed method.
In the conventional method, 15 6T XNOR gates shown in
Fig. 2(b) are used to calculate the product, and 11 FAs with
22 transistors shown in Fig. 6(a) are used to calculate the sum-
mation. The proposed method is the circuit shown in Fig. 9,
which consists of 15 4T XNOR gates shown in Fig. 3(b) for
the products, 11 FAs of F1 to F5 with 11 transistors each, and
12 CMOS restore inverters. When these circuits were applied
to the convolution calculation of kernel size 3× 3× 64, the
number of transistors was 14,238 in the conventional method
and 9,640 in the proposed method, achieving a reduction of
about 32%.

V. CONCLUSIONS

An efficient composition of FAs to obtain the summation
of input/activation-weight products was proposed. The sum-
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Fig. 15. The number of products of the value ‘+1’ is counted and the result is
output with a 4-bit unsigned binary number(S3,S2,S1,S0).
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Fig. 16. The number of transistors of the conventional and the proposed
designs.

mation is calculated using FAs with a smaller number of tran-
sistors than the conventional FAs to reduce the required total
number of transistors for BNNs. Improvement of delay time
by transistor sizing and evaluation of dynamic and static power
consumption are future tasks.
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