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Abstract— Various applications of machine learning with con- inputactivation weight arithmetic logic
volutional neural networks (CNN) are emerging. A binarized NN % Yot “"WZ“"'3 GigaVia @ | W | pllajw|p
(BNN) is a CNN where the number of bits of input, activation, o) “1]-1)+1)0j0]1

. L . . -1|+1{-1{ 0| 1|0
and weight for convolution is one. Hence the inference operation O i 1o o
in BNNs is simple and it is suitable for LSI implementation. In conv?ution I

this paper, an efficient LS| implementation of the summation of @ b)
the products in BNNSs is proposed. The required number of tran-

sistors is reduced by 32% for the convolution kernel of the size Fig. 1. Convolution and its implementation in BNNs. (a) convolution. (b) a
3x3x64. 1-bit product.

I. INTRODUCTION XNOR circuits [6] and full adder (FA) circuits [7, 8, 9] con-

The application of machine learning is expanding. The prasisting of a smaller number of transistors than a CMOS circuit
cess of machine learning consists of learning and inferendéave been proposed. Since these are not CMOS circuits, the
Learning computes weights from a large amount of teach@Htput may take an intermediate voltage that does not reach the
data, and inference obtains results for input data using tiR@Wer supply voltage or the ground depending on the combina-
weights obtained in learning. tion of input signal values. Since FAs are connected in multi-

Although the inference requires a large amount but relativeRf€ stages to sum up a large number of input/activation-weight
simple computations, these computations can be executeddfieducts, the intermediate voltage output from an FA may be
parallel by dedicated hardware. By implementing inference i@iven to an FA in the next stage, and the intermediate voltages
large scale integrated circuits (LSI), it will be possible to exetay cause misrecognition of logic values at the FA. In this re-
cute the inference in a small size, high speed, and low pow&garch, we propose an efficient composition of FAs to obtain
consumption. That will enable to use machine learning resultge summation of input/activation-weight products and output
in mobile and 10T devices, and it is expected to further exthe resultin a binary number. In addition, we propose FA cir-
pand the application of machine learning. In this research, vfalits that requires the reduced number of transistors while the
examine the miniaturization of LS| that executes inference ifummation of the products are correctly calculated considering
machine learning. the intermediate voltages.

Machine learning recently attracting attention uses a convo- 1he remainder of the paper is organized as follows. The
lutional neural network (CNN) [1]. There is parallelism in theBNN and its necessary components are reviewed in Sect. 2.
convolution operation between input or activation and weighihe proposed method is presented in Sect. 3. Experimental
and itis possib|e to Speed up the convolution by para||e| prdESultS are presented in Sect. 4 and Sect. 5 concludes the work.
cessing. The number of bits of input, activation, and weight
can be reduced to 1 bit to simplify the calculation of CNN,
and it it called binarized CNN (BNN) [2]. When the num-A. Convolution operation in BNNs
ber of bits is reduced to 1 bit, the multiplication can be real- The convolution operation of kernel sikeis illustrated in
ized by an exclusive NOR (XNOR) operation. Based on thikig. 1(a). K inputs andK weights in the first layer oK acti-
advantage, LSI implementations of BNN has been proposedtions anK weights in the second and later layers are mul-
[3, 4, 5]. As a result of reducing the accuracy of input, activatiplied one by one to geiK products and these products are
tion, and weights to 1 bit in BNN, it is necessary to increassummed up. In BNN, the input/activation and weight take
the number of weights (the order of the convolution kernel) tonly two values, 4+1" and ‘—1’, and the combination of in-
maintain the accuracy of inference, so the number of produgsit/activationa and weightw values and their arithmetic prod-
to be summed up becomes large. In this research, we examiret p are shown in the left half of Fig. 1(b). When the logic
the method to reduce the number of transistors of the circuit femlues 1 and 0 are assigned 61’ and ‘—1’, respectively, the
the summation of the products of input/activation and weighttruth table of the multiplication is as shown in the right half of

Il. HARDWARE IMPLEMENTATION OF BNNS
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Fig. 3. 4 transistor XOR and XNOR gates. (a) XOR. (b) XNOR. ) . .
Fig. 4. The series connection of gates. (a) XOR gates followed by an XOR

gate. (b) Restoring inverters are inserted. (c) XOR gates followed by an

Fig. 1(b). Hence the 1-bit multiplication in BNNs can be perXNOR gate.

formed by the inversion of the exclusive ORa&ndw. That
is, the 1-bit product can be obtained by an XNOR operation.C. Consideration on weak 0 and weak 1

When logic circuits are connected in multiple stages as

B.  XOR and XNOR gates shown in Fig. 4, the weak 0 or weak 1 output by the previ-

In addition to the XNOR operation required for the aboveeus gate may be given to the input of the next gate. Fig. 4(a)
mentioned input/activation and weight product, the XOR opshows a circuit where XOR gates are connected in series. Here,
eration is required for the product summation. Various circuthe 4T XOR gate shown in Fig. 3(a) is used. In Fig. 4(a), a
configurations with different numbers of MOS transistors argMOS inverter is connected to the final output, which confirms
known for XOR and XNOR gates [6]. Here the circuits with 6whether the output; can be correctly recognized as logic 0 or
and 4 transistors are briefly introduced. logic 1. That is, if the outpulNY; of the inverter is logic O,

The logical values 1 and 0 of the binary logic are represented is at logic 1, and ifNY; is logic 1,Y; is at logic 0. The
respectively by a high voltage and a low voltage. It is said to beircuit simulation result is shown in Fig. 5. The target tech-
strong 1when the high voltage is equal to the positive powenology is 65 nm CMOS SOTB. The channel length 60 nm
supply voltage (VDD) andtrong Owhen the low voltage is for both NMOS and PMOS transistors, and the channel width
the ground (0 [V], GND). Unless otherwise specified, ‘1’ repW, = 140 nm and\,, = 200 nm for NMOS and PMOS tran-
resents a strong 1 and ‘0’ represents a strong 0. Fig. 2(a) asidtors, respectively. The supply voltage VDD is 0.7 V, and the
Fig. 2(b) show respectively an XOR gate and an XNOR gatieody bias is 0.3 V for NMOS and 0.4 V for PMOS transis-
with 6 transistorsA, B are the inputs an¥ is the output. The tors. The circuit simulation was performed using HSPICE. In
CMOS inverter shown in Fig. 2(c) is used in these gates. Thefég. 5, X, is w0 at times 60 ns to 65 ns and 80 ns to 85Xs.
6T XOR / XNOR gates output a strong 1 or a strong O for everis w0 from time 70 ns to 90 ns. Immediately before time 85 ns,
combination of the logic values 0 and 1 of the inpAtandB.  both X andXg are w0, and from the input to output function
The truth tables of the gates are shown in Table I. of XOR, Y; is logic 0, and its inversioMNY; must be logic 1.

Fig. 3 shows an XOR gate and an XNOR gate with 4 tranHowever, in the simulation resulyY; is logic O at that time.
sistors. The 4T XOR gate in Fig. 3(a) has a strong 0 or stronthis indicates that the circuit is malfunctioning.
1 output when the inpukis 1 and/oBis 1. When both inputs  The cause of this malfunction is that a w0 in the output of
A andB are 0, the two PMOS transistors are both on and thhe previous stage is further weakened in the next stage. The
charge at the outpwt is discharged through the PMOS tran-CMOS gate outputs a strong 1 or a strong 0 even if a wO or
sistors towards the low voltage at the inpatandB. WhenY  a wl is given as an input. This is callegstorationof signal
initially has a logical value of 1, the voltage ¥freduces as the values. The circuit that restores the weak 0 output&,oénd
discharge proceeds, and the PMOS transistor is cut off befaxg by CMOS inverters is shown in Fig. 4(b). From the circuit
Y reaches GND. The voltage is recognized as a logic value §imulation results in Fig. 5, it can be seen thaf, andY; are
and it is calledveak Oand is expressed as ‘w0’. Similarly, the correctly obtained for all combinations ¥ andXg.
4T XNOR gate in Fig. 3(b) outputs 0 or 1 when the inpus O A combination of gates that output wls and wOs may save
and/orBis 0. When both inputé andB are 1, the voltage of  some intermediate restore inverters. Fig. 4(c) shows a circuit in
may be lower than VDD although it is recognized as a logicakhich the second-stage XOR gate in Fig. 4(a) is replaced with
value 1. This is calledveak land is expressed as ‘wl’. The the 4T XNOR. This XNOR gate outputs 1, 0, or wl when the
truth tables of 4T XOR and XNOR gates are shown in Table Input values are 1, 0, or w0. That is, the input value of logic 0
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(b) (d)
!S n_Ot Weaken_ed' Th_erefore, when aw0 of the XOR gate O_Utp,_flib. 6. Full adders. (a) 6T XORs and CMOS gates with 22 transistors. (b) 14
is given as an input, itis not further weakened. From the circuitansistors [7]. (c) 10 transistors [8]. (d) 8 transistors [9]
simulation result of Fig. 5, it can be confirmed thgtshows
the correct logic values for all the input combinationsXaf

nology, the threshold voltage drops as the power supply voltage

andXg, although the logic of the outply is inverted fromY, o o e )
because the XOR gate is replaced with the XNOR gate. reduces due to miniaturization and the circuit may not provide
he correct output.

The conclusion here is that if we connect a gate that outt- T | ber of inout/activati iaht orod
puts only wl (wO0) in addition to 0 and 1 to the next stage of 0 sum up a farge humbuer otinpul/activation-weight prod-

the gate that outputs only w0 (w1) in addition to 0 and 1, iE)Crtr?]’ C';'rf ”Seac\fj;zg’lUtgncgrr‘t"r‘ggtsfrﬁitg‘r;“aﬂgf’t'l‘;nStiigeisc ;"thp:r;
is not necessary to restore the intermediate signal values. Y )

appropriately selecting a combination of w0 or wl outputs ir'ls:ilj ZZidbteo(?oer:/rllseitzAdSirtlhsEgr?eive a small number of transistors
the previous stage and w1 or wO outputs in the next stage, tAe ‘
restore inverter can be omitted and the number of transistors

. [1l. PROPOSEDMETHOD
can be reduced accordingly.

A. Efficient summation of 1-bit products

D.  Conventional full adders In the convolution computation, the inputs/activations and
Full adders (FAs) are used for bit addition of the products ofeights are multiplied and the products are summed up. In
input/activation and weight in BNN. Full adder circuit config-BNN, the product takes either1 (logic 1) or—1 (logic 0).
urations with different numbers of transistors have been pr@vhen the kernel size of a convolutionKs there areK prod-
posed, and some of them are reviewed here. ucts. LetP denote the number of products with the value
Fig. 6(a) shows the gate level circuit of an FA.B, Care +1. P can be calculated by summing #pproducts in logic
inputs,Ys is @ sum output, an¥c is a carry output. Two 6T value. Then the convolution result is obtainedPas(K — P) =
XOR gates in Fig. 2(a) with & 2 = 12 transistors, a CMOS 2P —K. ForM products, the maximum value Bfis M. An N-
AOI gate with 8 transistors, and a CMOS inverter with 2 tranbit unsigned binary number can represent a value up'te 2.
sistors are employed and a total of 22 transistors are used. Therefore, choosiniyl = 2V — 1 is the most efficient in repre-
Fig.6(b) shows a full adder that uses 14 transistors [7]. Thisenting the value d? with anN-bit binary number. FoN = 4,
circuituses a 4T XOR gate, and the s¥gand carryc are ob- M = 15, Fig. 7 shows the circuit that computes 15 1-bit prod-
tained by combining an inverter, transmission gates, and passts with XNORs and obtains the value ®in a 4-bit binary
transistor type multiplexers. 4T XOR gate produces w0 inteumber. FoiK > M, K products are divided into sets wiM
nally, butYs andYc output only strong 0 and strong 1. products each, and the circuit is applied to each set to compute
Fig.6(c) shows a full adder that uses 10 transistors [8fhe number of+-1 products in the set and output the value in
The inputC requires in both positive and negative logic, andan N-bit binary number. Then those values are summed up to
the outputYc is obtained in both positive and negative logic.obtain the overalP and then the convolution result.
Therefore, it is possible to use the calfy as theC input of
the next-stage full adder, which is convenient for building 8- Proposed 11 transistor full adders
ripple carry adder. wOs or wls may appealvgandYc, and Based on the discussion in Sect. II.C, five types of FA are
the behavior wheNs is connected to the input of the next full designed. These five types of FA are named FA1 to FA5, and
adder has not been examined. the circuits are shown in Fig. 8. Fig. 9 shows a product summa-
Fig.6(d) shows a full adder that uses 8 transistors whet®n circuit using these FAs. FAs are connected in 5 stages in
XOR gates with 3 transistors are employed [9]. In recent teclthe circuit, and are referred to as Stage 1, Stage 2, and so on in
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Fig. 7. The number of products of the valu¢1’ among 15 products is

counted and the result is output as a 4-bit unsigned binary number Fig. 9. The proposed circuit for the summation of the products.

(%,%,51,%)- TABLE Il

TRUTH TABLE OF THE PROPOSEFAS
(a) FAL

[ C[ B[ Al Y[ ¥|
ol ol oll olwo (b) FA2 (c) FA3 _
o/ o 1wo| 1| LC[ B[ AllYc[¥s| [ C] B] A Yc] ¥
0| Of{wi||wO|wi| | O] O| O|f Of O 0| O] Off o] 1
0| 1| ofjwo| 1| | O] O] 1| Ofwl 0| 0| 1|| owo
Ojwl| Of|wO{wl 0| 1| 0| 0] 1 0| 1| Of| olwo
0| 1| 1{/wil|{w0 0| 1| 1fjwi| O 0] 1| 1fjwi| 1
0| 1|wil|wl|{w0 1| 0| O|| O 1 1| 0| O|| O|w0
0|wl| 1|lwl|lwO 1| 0| 1jjwl| O 1| 0 1jjwl| 1
Olwl|wl|wi|wO 1| 1| Ofjwi| O 1] 1| Ofjwl| 1
1| o of o] 1| | 1| 1] 1jjwljwl 1| 1| 1jjwl| O
1| 0| 1| 1| O
1| ofwi]| 1] © (d) FA4 (e) FAS
1/ [ o[ 1] of [ C[ B Al Y[ ¥s| [ C[ B[ Al¥c[ Y]
liwil| O|| 1| O| | o 0| 0| O|wO 0| O 1{jwO| O
1) 1| 1jjwljwl 0| O|wo|| O{wO0 0| O|wl|jlw0| O
1| 1{wlfjwljwl| | 0O O 1| Of 1 0| 0| O|] O] 1
1jwl| 1fwiljwl 0| 1| 0| o] 1 Oolwil| 1i| 0| 1
1{wljwl|jwl|wl 0| 1{wof| 0| 1 Olwl|wil|| 0| 1
wl| 0 0| Ojwl 0| 1| 1| 1{w0 Olwl| Ofjwl| O
wl| 0| 1fjwl| O 1| 0| Of oflwil 1| 0| 1||wO|wl
wl| O|wl|jwl| O 1| Oo{wo|| Ofwl 1| O{wl|jwO|wl
wl| 1| Ofjwl| O 1| 0| 1fjwil| O 1| 0| Ofjwl|wO
wljwl| Ofjwl| O 1| 1| Ofjwi| O 1jwl| 1fjwl| O
wl| 1| 1{jwljwl 1| 1{wO|lwl|w0 1{wljwlfjwl| O

) ) wl| 1jwl|jwljwl 1] 1| 1| 1{wl 1jwl| Ofjwl|wl

Fig. 8. Designed full adders. (a) FAL, (b) FA2, (c) FA3, (d) FA4, (d) FAS. wilwil 1iTwilwi

Note that the outpufs of FA3 and the inpuf\ of FA5 are inverted.
wlwl|wlfjwljwl

order from the top in Fig. 9. As shown in Fig. 9, the inpAls  FA2 shown in Fig. 8(b) is used in Stage 2 to add three of
B, andC of an FA are arranged from right to left on the uppethe fiveYs which are the output of FA1 of Stage 1 and inverted
side of an FA symbol, and the outpifsandYc are arranged by the restore inverters. Therefore FA2 receives only Os and
from right to left on the lower side of an FA symbol. 1s as input values. In order to omit the restoration between the
The products obtained by XNORs are given to FA1 shownutput of FA2 and the full adder in the next stage, FALl is used
in Fig. 8(a) at Stage 1. The value of the product obtained usirig Stage 3, and FA2 is designed to output only w1l in addition
a 4T XNOR is either 0, 1, or wl. By designing the FA1 notto 0 and 1. The truth table of FA2 is shown in Table 1i(b). The
further weaken w1, the product values can be directly input tealues of the outputc andYs of FA2 are 0, 1, and w1.
FAls, thus eliminating restore inverters between the XNORs Note that when the three inpu#fs B, C of a full adder are
and FA1ls. The truth table of FA1 is shown in Table ll(a). Sinceepresented in negative logic, the outpMtsandYs are also
the values of FA1 outputé: andYs are 0, 1, w0, and w1, itis represented in negative logic. This can be immediately proved
necessary to restore the signal values before inputting the FA¥ the fact thaly: is the majority vote of the three inputs and
output to the full adders in the next stage. thatYs is the exclusive OR of the three inputs. Since the FA1
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TABLE Il
SIMULATION CONDITION

Technology 65 nm CMOS SOTB
Transistor size Lp = Ln = 60,W, = 200,W, = 140 [nm]
VDD 0.7 [V]

Body bias NMOS Tr PMOS Tr
Default 0.7 [V] 0.0[V]
Restore inverter 0.0 [V] 0.7[V]
XNOR for the product 1.0[V] 0.0[V]

Qi in FA4, Q3 in FAS 1.0[V]

Q. in FA4, Q4 in FAS —0.3[V]

Fig. 10. Circuit simulation result of FAL.

Fig. 12 Circuit simulation result of FA3.

outputs of Stage 1 are inverted by the restore inverter, the inFs and therefore the obtained binary number is represented in
puts of FA2 are given in negative logic and therefore the ouf: - the obtan inary nu IS rep !

puts of FA2 are also represented in negative logic. hegative logic a$53,52,51,30): One more inyerter Is u;ed in
The remaining twd's (restored and inverted) of the FA1 out- Stage 4 to make the outp8 in negative logic according to

. . other bits.
put of Stage 1 andls of FA2 are given to the FA1 on the right - .
side of Stage 3. The two of the fing of the FAL outputs Consequently, by designing 5 types of FAs with 11 tran-

of Stage 1 are added by the FAL on the left side of Stagesi’Stt()rS’ .eacht of whlch|Qey|3(teddth$t?ppea;rartmi tohf WQ;S;W%S’
together with theYc of FA2. The remaining thre&: of the restore inverters are eliminated at the output ot the sto

FAL outputs of Stage 1 are input to the FA3 of Stage 2 FA%alculate the products and at the position indicated by asterisks

shown in Fig. 8(c) receives only Os and 1s as input values. ﬁ) inFig. 9.
order to omit the restoration between FA3 and the full adders
of the next stage which receive the FA3 outputs, the value of
the outputs of FA3 is designed to be only one of w0 and wl in Circuit simulation was performed for the proposed circuit
addition to 0 and 1. Since the inputs of FA3 are the outputs @f the summation of products shown in Fig. 9. The simulation
FAls of Stage 1, they are given in negative logic. The outpwondition is summarized in Table 11l and the circuit simulator
Yc of FA3 is in negative logic, whilé/s is designed to be rep- HSPICE was used. The input values to the XNOR gates for the
resented in positive logic. This is because Ygés an input of  input/activation-weight products were switched at the interval
the full adder (FA4) in the next stage and the FA4 receives itsf 3 ns.
inputs in positive logic. Hencés output of the FA3 is denoted  Fig. 10 shows the waveforms of the inpétsB, andC, and
asYs to indicate that it is in the logic opposite to A, B, C, andthe outputs's andYc of an FA1 of Stage 1. Itis confirmed that
Yc. The truth table of FA3 is shown in Table li(c). The outputsys andYc were correctly the sum and carry of the given inputs,
of the FAls of Stage 3 are restored with CMOS inverters.  respectively, and that FA1 receives w1 as inputs and the output
FA4 shown in Fig. 8(d) of Stage 4 receives its input valuegalue takes 0, 1, w0, and w1, as expected. Fig. 11 shows the
in positive logic. TheA input for FA4 isYs of FA3, which is  waveforms of the inputs and outputs of FA2. Since the inputs
either 0, 1, or wO. The values & andC inputs are 0 or 1. of FA2 are restored), B, andC do not take the value of w0 and
FA4 is designed so that the value of the outigiis O, 1, or  w1. The output takes the value of 0, 1, and wl. Fig. 12 shows
w1 andYc can be connected to the full adder (FA5) in the nexthe waveforms of the inputs, B, andC, and the outpu¥s of
stage without restoration. The truth table of FA4 is shown iIFA3. FA3 inputs and outputs values in negative logic except
Table 11(d). for Ys. From Fig. 12, it is confirmed thak, the inversion of
The inputA of FA5 shown in Fig. 8(e) of Stage 5 is givenYs, was correctly obtained and it took the value of 0, 1, and wO.
in negative logic, an@ andC are given in positive logic. The Fig. 13 shows the waveforms of the inpétsB, andC, and the
truth table of FA5 is shown in Table li(e). outputYc of FA4. The inputA took the value of 0, 1, and
The outputs of the FA4 and FA5 are restored with invertwO, andYc took the value of 0, 1, and wl. Fig. 14 shows the

IV. EXPERIMENTAL RESULTS

- 100 -



Fig. 15 The number of products of the valug¢1’ is counted and the result is
output with a 4-bit unsigned binary numbi&s, S, S, S).

x108

-32%

The number of transistors

Fig. 14, Circuit simulation result of FA5.

Conventional Proposed

waveforms of the inputs and the output of FA5. FA5 receivegig._ 16. The number of transistors of the conventional and the proposed
the inputA in negative logic A). From Fig. 14, it is confirmed esigns.
that the outputs were correctly obtained.

Fig. 15 shows the waveforms of the outp@s S, S;, and  mation is calculated using FAs with a smaller number of tran-
S of the circuit shown in Fig. 9. The input data is given scsistors than the conventional FAs to reduce the required total
that the number of XNOR gates that output logic 1 (that igjumber of transistors for BNNs. Improvement of delay time
the product is41’) is initially 15 and the input data is decre- by transistor sizing and evaluation of dynamic and static power
mented by 1 every 3 ns until it reaches 0. The result of theonsumption are future tasks.
summation of products is output as a 4-bit binary number, but
it is given in negative logic because of the restore inverters. REFERENCES
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V. CONCLUSIONS

An efficient composition of FAs to obtain the summation
of input/activation-weight products was proposed. The sum-
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